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‘1’hc  Corps 13attlc Simulalicrn (HIS)  is a discrctc  event
simulation systcm that was dcvclopcd for usc in military
training cxcrciscs. l~cvclopmcnt has continued for nmrc
than icn years. 1 larl y dcvcloprmnt crnphasimd  increasing
functionality, but rcccnt vcrsims  equally cmphasi?c
incrc.ascd performance and capacity along with interfaces
to outside simulations, ]~arly emphasis on software
cnginccring  aspccls would have provided a more porlahlc
systcm today, but CBS still cxcmplifics  how simulation
technology can bc used to cnab]c rnorc cos(-cffcctivc
training.

‘1’hc.  c. ffor[  to cut costs throughout the military has
incrcascd  the importance of Simulated training systems.
CBS provides the engine for training high lCVCI  [1. S.
Army cmnmandcrs and their staff. And, since CDS
simulates the battlefield, the cxpcnsivc  usc of combat
troops, cquipmnt,  and land is not required.

lX]ring a typical CBS training cxcrcisc,  a number of
field command posts arc set up along wilh a central
simulation cc.ntcr. llach command post houses a unit’s
command and slaff. lhc exact number of ccrmrnand
prm depends cm the lCVC1 of cxcrcisc: it can bc
anywhere from brigade to corps, which equals 40 or more
field command posts.

l’hc atnmsphcrc  is kept as realistic as possible in the
command post. ‘1’hc  cxcrcisc runs in real time. The
lighting, housing, and communications arc as lhcy
would bc in combat, and the staff performs their tasks
just as they would in a real battle. They analy~c the
current battlefield situation, make decisions, then radio or
tckphonc their commands to their SLlbOrdillatCS located at
the simulation ccntcr.

At the simulation ccntcr, there is a work stalion suite
assigned to each command post. liach suite rcprcscnts
the training audicncc’s  unit, along with subordinate and
supporting Llnits, Additional work slalirms  arc used as

tc.chnical control for the simulation. A suite typically
inclLldcs two large color graphics monitors, a digiti~.iug
pad or n~oL]sc,  a laser vidc.o ciisc player, a graphics
display contro]lcr  (GraphOvcr  or Commodore Amiga
2000), a printer, and two or thrc.c conlpLNcr tc.rminals
l{ach conq>L]tcr terminal rcprcscnts  an individLlal  work
slation and is operated by a coutrollcr. liach work
station is assigned to a parlicLllar force (Blucfor, Opfor.
or NCLltral)  and has a particular fLmction (lOgiStiCS, air,
maneuver, senior, or technical). ‘1’hc. controllers play the
roles of the subordinates of the cmnmandcrs  who arc
bcin.g trained, ]n all, the simulation ccntcr involves
approxirmatcly  200 people, inclLlding staff and sLlpporl
personnel, wi[h the ac[ual number depending upon the
siz.c of the cxcrcisc.

2  C B S  l)lt\rltI.OI’hl  l’:NrJ’ I1lS’1’ORY

CBS is currcndy  being dcvclcrpcd by the Jcl I]mpulsio!l
l.aboralory,  California ]nstitutc of ‘1’cchno]ogy, under a
contract with the National Aeronautics and Space
Adn~inistration.  CBS is sponsorrxl  try the [J. S. Army
Simulation, l’raining, and ltlstrLl]llc]l[atioIl  (hnrnand
and dircctcd by the Army National Simulation Center.

C B S  dcvcloprncnt  began in  1983 LllldCr  the
sponsorship of the lJnitcd States Readiness Command,
CBS was originally named the Joint lixcrcisc  Sinulatioll
Systcm  (JIXS). With the rclcasc of version 1,3 it)
] 990, J1 SS was renamed CBS. ‘1’hroughout this paper,
the name CBS is used rc.gardlcss  of which rclcasc is
being discussed.

l)cvclrrpmcnt  of a CftS proto[ypc  began in 1983.
CDS was spawned from an early version of the Joint
‘1’heater 1.CVCI  Simulation. Version 1.0 of CBS was
rclcascd in 1986. ‘1’hc  first post-rclcasc  Llsc.  was cxcrcisc
IK)l,l)  V1;N’1’(JRI1 87 in November, 1986, {TIS 1.0
was configured to simulate a three-division corps with an
armored-cavalry regiment, a separate brigade, corps
combat support and cornba~ scrvicc  support clcmcnts,
and supporting air units.

Version 1.0 and other early vcrsirms  focused on



cuhanciug and incrcasiug  functional capabilities, CBS
1.1, rclcascd  in 1988, supported a larger playtmx, added
the workstation intcrfacc., and included new Army
Aviation, llnginccr, a n d  ~hcrnical  nmdcls,  a n d
improvements to existing models. CBS 1.2, rclcascd in
1989, included improvements in the maneuver, air, and
logistics functions, as WCII  as the addition of standard
mutes in the workstation.

01S 13 was rclcascd  in 1990. It included functional
cnhancc.rncnts  in the Air IIcfcnsc Artillery, Army
Aviation, Airlift, and Artillery models, Also, the
play box was expanded to beyond three lJnivcrsal
‘1’ransvcrsc  Mercator mncs.  But version 13 was different
in a vc.ry important way, IJor the first tirnc,
functionality was dcvclopcd using a tool other than
simulation. (lmbat Outcome Based on Rules for
Attrition (fX)IIRA)  uscs a rule-based cxpc.rt systcm to
analy?c a combat situation. COBRA is discussed is
more dc[ail in Section 5.

CYIS 13.5 was rclcascd  in 1991, The dcvclcrpmcnt
concentrated on more than expanding functionality.
Al though CBS 1.3.5 included several model
cnbanccmcnts,  tbc primary focus was on increasing
capacity so that the simulation could suppml up to 5000
units.

]ncrcascd  capacity was again a focus with dcvclopmcnt
of ~IIS 13R,  rclc.ascd in 1992. This version was
capab]c of sLlppor[ing up to 7500 units. in addition, the
dcvclopmcnt of 1.31/ took on a third facet. This was the
first version to provide a link bctwccu CBS and a second
simulation sys(cm (Air l~orcc Air Warfare Simulation)
via the Aggregate 1.CVC1 Simulation Protocol (Al .S1’).

The cL]rrcnt  fielded version, CBS 1.4, was released
earlier this year, It can support up to 20,000 units.
Major functional crrhanccmcnts were also made:
dctcclion of enemy units and perception of enemy units
bccamc more realistic and the capability of units to
infiltrate into enemy territory was added. The upgrades
in capacity and functionality for this version were a
heavy enough burden on pcrforrnancc  that it bccamc  a
major focL]s.  To help accornodatc  performance. needs,
major cuhanccmcnts  in the communications subsystcm,
cxccutivc  intcrfacc,  report generation, and the fX)IIRA
intcrfacc were made.

Additional functionality also places a greater bLwdcn on
the controllers. To help alleviate the burden m the
ccrntmllcrs,  the controller’s Assistant ((X) ASI’)  was
dcvclopcd as part of CBS 1.4. ~OAS”l” is an automated
controller for executing infiltration missions. ~OAST
is furlhcr  dcscribcd in Scctiou  5.

1 )cvclopmcnt  of CBS 1.5 has begun. A sc.cond link to
the Gmbat Scrvicc Support Training Simulation
Systcm through AI.SP is being added, ‘1’hc  foals  of the
Armed l~orccs cm simulation-to-simulation links means

that performance will coutiuuc  to bc a major issue ili
future dcvclrrprncnts.

3 C B S  l)ltVllI,O1)MltN’l’  ~Y~I.lL

ldcally, a given dcvclopmcut  cycle begins before the
previous one has cudcd, Rcprcscntativcs  from the
dcvcloprncnt team meet (and meet and meet) with
rcprcscnta(ivcs  from the army. ‘l’he mcclings produce a
set of cnhanccmcnts  to bc dcvclopcd  in the upconlinF,
version. ‘1’hc  final set of cuhanccmc.nls  is ncgoliatcd to
rcftcct the best balance bctwccn tbc army’s priorities and
the size of ttlc dcvcloprncnt  staff (currcnlly  around 70),

Once a set of cnhanccmcnts has been sclcctcd (and
often even before they have bcm sclcclcd), a wl]itc papa’
is gcmcratc.d  for each functional cnhanccmcnt. ‘J’bc  white
papers arc used as a basis for a workshop. At the
workshop, dcvclopcrs meet with military rcprcscntsrtives
who arc cognizant of tbc ucw functionality. IJcsign
issues arc discussed as thoroughly as is possible this
early in the dcvclopmcnl cycle. “1’hc  workshop results in
a complctc set of rcquircrnms for each cnhanccmcnt.

(Mcc the detailed rcquircmc.nts arc set, each
cnhanccmcnt  is assigned to onc or more modelers. “l’he
modeler takes the white paper and the rcquircrncnts  and
turns thcm into a rnodcl design. The model design
trans]atcs  the military model into a ~BS mode]
Communication with the military experts is essential (0
a Succcssflll  nlOdC] design. I] CllCr k11crwk41gc acquisition
yields more rcalislic  designs. And bct[cr model designs
yield more complclc software designs.

l’hc model design is rcvicwcd by a panel consisting of
both  dcvclopcrs and military rcprcscntativcs.  ‘1’hc
complctcd modct  design is then turned into a software
design. Ideally, prototypes arc being dcvc.loped in
conjunction with the software design documc.nts so thal
all integration issues arc workcct  out and inccrq)oratcd
into the software design. ‘l’he software design is
rcvicwcd by dcvclopmcnt  pcrsonnc].

After coding is cornplctc, a code walkdmugh  is held
Then tbc dcvclopcr  complctcs  testing the. code bcfrrrc.
sL]bmitting it to tbc software baseline. A group of
Icstcrs  focus exclusively on testing funclirrnali[y,  writinF,
trouble rcporls,  and then testing the fixes,

Often, the model dcsigu is divided into a series of
sof(warc  designs. ‘l’his helps to ensure a smoother
transition into the basc]inc.

Before a ncw version is dclivcrcd and fielded, a
functional vcrificatirm  is performed. ‘1’hc  functional
vc.rification  is run somewhat like a mini-cxcrcisc,  though
emphasis is placed on ncw functionality. “1’hc  functional
verification process has bccomc  much more complex
with the addition of links to other simulation systcrm
Coordination with Outside organizations is timc-



consuming but very ncccssary  throughout Ihc
(fCvclopmcnl  Cycle.

1 kmnal validation is performed by Ihc military after a
nc.w version has been dclivcrcd.

4  CA1’ABII.ITIIHJ

l~xccutivc control of the simulation is essential to a
successful cxcrcisc,  The technical ccmmllcr  can start,
stop, and restart the simulation from a checkpoint. In
addition to cxccutivc control of the systcrn, certain
“magic” orders arc available to sclcclcd ccmtro]lcrs
through the workstation. Magic orders can
instantaneously change a unit’s location, supplies, and
other slalc variables. Olhcr magic orders can affccl the
simulation environment by modifying weather, terrain
fcalurcs, and cngi nccring feat urcs.

‘1’hc  terrain data is based on 3 kilometer hexes. IICX
inlcrior characteristics include trafficability,  vegetation,
urbani~.ation, roughcss,  and elevation. ]]CX cd.gc
characteristics include roads, rivers, bridges, and
obstacles, l’crrain  data is available for a number of
]Jlayboxcs,  including Korea, lluropc,  ~cntral America,
and Southwcsl  Asia.

lJni[s andlogis(ical  convoys nmvc along thctcrrain.
Movement may bc either on roads or cross-country.
Movement is affc.ctcd by dlc moving entity’s speed limit
and march interval, equipment composition, poslurc,
Mission Oricntcd Protcctivcl’ostur  cstatus, and terrain,
Moving cntitics maycongcstc  achothcr, Thcamountcrf
congestion depends on the siz.c of the moving entity,
terrain throughput, and the prcscncc  of Military Police.

~’hcbotlon  )]incrcsLllt  sconlcfrcmlcmnbat.  ]n (XIS
units, convoys, and supplies can suffer IOSSCS  through
direct fire combat, arlillcry, andair-to-ground  damage,
l,ancbcstcr  at(rition principles arc used to compute
attrition ductodircct fire combat, Ar(illcry  atiri(imcan
bc caused by conventional, chemical, or rruclcar
munitions.

I;ixcd-wing  air missions include l)cfcnsivc  Countcrair,
~losc  Air Support, Ilatllcficld  Air lntcrdicticrn,  Air
lntcrdiction,  Offensive C70untcrair,  Suppression of
}incmy Air I)cfcnscs,  Rcconnaissancc,  and Air Rcfuc],
A variety of missions may bc combined into an air
mission package. Rotary-wing air missions include
Attack, Blocking, Rcconnaissancc,  Support Scrccning,
and Airlift missions. Both fixed-wing and rotary-wing
aircraft may bc usc.d 10 airlift supplies. Air ])cfensc
Artillery weapons can dclccl and at Iritc aircraft.

I.ogistics clcrncnts  of Ibc game inclL1dc non-batllc
sLIJIIJ]y  coIlsLllllptioll, maintcnancc,  and medical models,
Also, pcrscmncl arc dcsignalcd with a specific field
cxpmisc and assigned to crew systcrns.

‘1’hc workstation provides a menu-driven, graphics-

oricntcd  user interface. [Jnits, air missions, convoys,
airbascs,  supply ccntcrs, obstacles, fortifications,
contaminations, command and control lines, standard
roL1tcs,  and targets may bc displaycct at the workstation.
Orders may bc saved and rcLlscd.  Rcporls may bc saved
and rcvicwcd,

5 sOl~’1’WARl;  ARC] II’IIECT(JR1;

‘J’hc ~IIS software systcm architecture consists of seven
major subsystems: The Game I~vcnts  l~xccutivc
Pmccssor  (Glllil)), Workstation/graphics (WS), Master
Intcrfacc (MI), ‘1’cchnical  control Stat ion (“1’~S),
database (1)11),  ~ontrollcr’s Assistant (C! OAS’1’),  and
~onlbat  outcome Based on RLIICS for Attrition
(~OIIRA),

The Glll;l) consists of an ever-growing groLlp of 2800
SIMS(l?IIY1’  subroutines (approxitnatcly  250,000 lines
of code), along wilh a fcw subroLltincs  in ~, ‘1’hc  CiIOil’
is the engine for the entire sirnulalicm  systcm. ‘1’hc
~];l;l’  Ccmununicatcs with the Oltlcr  subsystems thrOLlgh
the cxccutivc  intcrfacc.  ThroLlgh the cxccLllivc, orders
enter the G];] ;1’ from varioLls sources, l’hc orders arc
proccsscd, time is updated, and events arc cxccu(cd.  ‘1’hc
Gl il H’ Imvidcs  the bot torn line numbers on at (rition of
units’ systems and sL]pplics. ‘1’hc  Gl~lH]  con~nlL1nicatcs
to the other suhsyslcrm through game messages and
rcporf dat a.

‘1’hc GIHil) contains (hc major porlion of the modeling
fLlnctions. When it bccatnc ncccssary to update the
combat model, however, simulation was not the most
sLlitablc cnvironrncnt. So the (Y)BRA subsys(cm was
dcvclopcd. CWDRA  is a rule-based model written in
01’S5. A rule-based cnvironmcnl  was dccmcd  most
sLlitablc  bccausc of the many complex inlcrrc]alcd  factors
that affect ground combat. (!OBRA  enabled the
preexisting force-on-force atlrition algorithm to bc
updated with integrated MI H’’J’-”1’  combat factors
(mission, enemy, terrain, troops, and time available).
CIOIIRA not only provides greater realism in the ground
cornba[ model; but also provides results in a format that
can bc easily understood. This may bc Llscd in post-
cxcrcisc analysis, a process that has bccomc a big focLls
in military cxcrciscs that usc CBS. U)IIRA  sends
results to the GIOH’ in the form of {il;lll’-rcadablc
orders.

l’hc Glllil’ and ~OIIRA together rcprc.sent the cn[irc
combat model, l’hc workstation subsyslcm provides the
intcrfacc  bctwccn  the rnodcl and lhc conkollcrs. ‘1’hc
workstation provides a pictorial view of the cL]rrcnt
combat situation to the con~rollcr. ‘1’hc  control]cr sends
orders to the ~Ill;P throLlgh the WS n~cnLI.  And the
G]ilil’ sends information to the control]crs through
rcpor[  data Ihat is formatted into a complctc  report and



displaycct  at the WS.
l.ikc the WS, the Technical Gmtml  Station also

controls the simulation, but in a diffcrcnl way. l’hc
‘1’~S ccrmmunicatcs directly to the GI;IW through the.
cxccutivc command intcrprctcr. Unlike crthcr subsystems
that run in a VAX/VMS environment, the Tf3 runs in a
lJNIX  cnvirmrncnt.

A third subsystcm  that can control the simulation is
the  CWAST  subsystcrn, COAST is an autmnatcd
contmllcr. IIS purpose is to rcducc the ever-incrcasirrg
load on the hLmlan  controllers. l’hrcrugh  the WS menu,
a controller can order ~OASl  to control the infiltration
of a battalion-size.d unit. ~OASrl”  sends orders to the
GIH;I’  to split the battalion into smaller infiltrating unit
clcmcnls.  COAST  then monitors the progress, controls
movement, and handles contingencies for the infiltrating
clcmcnts. At the appropriate time, ~OAS”l’  scuds an
cwdcr 10 the GIHiP  to merge the smaller clcmcnts  into a
single unit and passes control of the unit back to the
human contro]lcr.

Before an cxcrcisc begins, the GIIIW  is initialimd with
data from the main database subsystcrn, l’hc 1)11
contains terrain, unit, and game data. Addilirmal unit
data can bc read in at any time during the course of the.
cxc.rcisc.

6  ~ON~I,USIONS

Given hardware constraints, the Army’s focus on linking
~BS with other simulation systems, and the continued
need for more functionality and greater capacity,
performance will continue to bc a focal point of fu(urc
dcvclopmcnt,  When CBS 1,4 brcachcd the performance
saturation point, performance was given its duc respect,
and a developer was assigned to focus exclusively on the
performance issue. If the original C?BS dcvcloprncnt
Icam could have known that ~BS would still bc alive
and growing tcn years later, soflwarc cnginccring issues
ccrlainly would have brxn addressed with greater care.

l’crhaps  if software cnginccring issues had been
addressed appropriately early on, wc would not bc as
sccurcly tic.d to the specific machines and operating
systems thai wc currently arc, CBS has grown so big
that an attcrmpting  to rclcasc these tics will bc an
exhaustive cfforl,  I Iowcvcr,  it is ccr[ain] y something wc
arc work ing toward.

l~inal]y, coordination with other dcvclopmcnt
organizations is ccrlain to bc an issue in future work.
The army is pushing links with other simulation
systems, This means that whcncvcr  ncw fLu}ctionality
ancl data arc incorporated into CBS, it must bc done with
the army’s entire ccmfcdcration of simulations in mind.
Wc arc no longer working in a vacuum.
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